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Abstract

Popular SPARQL query endpoints hosted by open knowledge graphs such as Wikidata and DBpedia

process hundreds of thousands or even millions of queries per day. Making sense of queries at this scale

is challenging. We propose a taxonomy of basic graph patterns (BGPs) in order to induce a hierarchical

structure from such patterns found in a large query log. The leaves of this taxonomy are the raw basic

graph patterns extracted from each query of the log. Each layer thereafter applies a generalisation step

followed by a canonicalisation step, with each layer representing an increasingly coarse partition based

on an increasingly more general motif. Generalisations are applied for constant subjects/objects (nodes),

constant predicates (edge labels), direction, constant/variable distinction, and homomorphic equivalence.

We discuss use-cases, define these generalisation steps, and apply them to induce a taxonomy of BGPs

from a subset of the Wikidata query log.
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1. Introduction

There are now hundreds of public SPARQL endpoints available on the Web [14], with some of

the largest, such as those hosted by DBpedia [12] and Wikidata [6], evaluating in the order of

hundreds of thousands or millions of queries per day. Although supporting such a volume of

queries poses significant engineering and scientific challenges [14, 6], samples of these logs

have been published [6, 12], and provide significant research opportunities [7]. Specifically,

these query logs contain key insights into the distribution of queries of interest to different

clients in practice in terms of the complexity of the query patterns [13, 3], which operators are

more (or less) frequently used [3, 12], which operators tend to be used together [3], whether

queries originate from humans or bots [9, 17], how clients refine or modify queries from one

request to the next [16], etc.

Thus, given a large SPARQL query log such as that published for Wikidata [6], or as part of

the Linked SPARQL Queries dataset [12], there is a wide range of analyses that a researcher or

database administrator can run in order to gain insights into trends in those queries. What we

argue is missing is a way to organise and “browse” the queries of such logs hierarchically. We
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envisage the ability to make sense of large SPARQL query logs via a taxonomy that begins with

very general (equivalence) classes of queries that become increasingly more specific in lower

layers, providing first a high-level view of categories that open up into more and more specific

categories of queries.

The design of such a taxonomy is challenging, and indeed there are potentially many ways in

which such a taxonomy can be defined. But we think the idea is worth exploring in order to help

bring order to large SPARQL query logs. In this work, we take some initial steps in this direction

by focusing on the case of basic graph patterns [4], proposing a taxonomy to induce a hierarchical

structure from them. This structure is based on generalisation and canonicalisation [10] steps

applied iteratively at each layer of the hierarchy, inducing a set of motifs at each layer that

constitute a partition of the queries considered. We currently foresee five use-cases:

Human vs. bot detection [9, 17]: The taxonomy can help identify motifs for highly-regular

queries, such as parameterised queries used by bots.

Caching [15, 8]: The taxonomy can identify frequent motifs that, if cached, could increase

cache hit rates and improve query evaluation performance.

Optimisation [1]: The taxonomy could be used to decide on specialised indexes and optimi-

sations to reduce the costs for frequent motifs.

Benchmarking [11, 2]: The taxonomy can be used to classify different types of graph patterns

for benchmarking, enabling the comparison of different engines for different motifs.

Log exploration [3]: The taxonomy can help, for example, to identify unusual traffic through

highly-specific motifs with large numbers of instances.

Paper outline In Section 2, we discuss related works that classify or generalise queries from

SPARQL logs. Section 3 presents the taxonomy we propose, while Section 4 presents the results

of applying our taxonomy to a sample of the Wikidata query logs. Section 5 concludes.

2. Related Work

The use of SPARQL query logs for understanding user demands has become a rich topic of

interest, leading to a wide body of research. For space reasons, we focus on those works that

specifically look at generalising and/or classifying real-world queries in such logs.

The first category of related works extract high-level query patterns for the purpose of

analysing logs. Bonifati et al. [3] present a detailed analysis of the Wikidata and LSQ query

logs, where they present frequency distributions relating to query size, operator usage, etc., but

also look at the graph structure of basic graph patterns, defining a list of different graph shapes
that correspond to a specific subset of the high-level motifs explored here.

The second category of works process log queries for the purposes of benchmarking. Saleem

et al. [11] propose a framework, called FEASIBLE, that extracts different features from queries,

such as join vertex degree and shape, number of triple pattern and their selectivity, etc.; these

features are used to select a small number of representative queries for a benchmark. Angles et



al. [2] propose high-level categories of subqueries (BGPs, property paths, etc.) for the Wikidata

query log that are then used to compare the performance of different engines.

In terms of novelty, rather than pre-defining shapes/motifs, we instead pre-define a set of

generalisation steps that can produce arbitrary motifs. We are also not aware of works that

propose a hierarchical way to structure such motifs.

3. A Taxonomy of Basic Graph Pattern Motifs

In this section, we present our proposed taxonomy of BGPs based on increasingly high-level

motifs induced by a sequence of generalisation steps. We first present definitions, then an

example, and finally summarise how we implemented software to compute the taxonomy.

Preliminaries. Let I, L and V denote the set of all IRI, literal and variable terms, respectively.

A triple pattern 𝑡 = (𝑠, 𝑝, 𝑜) ∈ (I ∪ L ∪V)× (I ∪V)× (I ∪ L ∪V) is an RDF triple allowing

variables in any position. We use C = I∪L to denote constants where the distinction between

IRIs and literals does not matter. A set of triple patterns is called a basic graph pattern (BGP).
1

Letting 𝐵 denote a BGP, we denote by vars(𝐵) the set of variables appearing in 𝐵, by cons(𝐵)
the set of constants appearing in 𝐵, by nodes(𝐵) the set of subject/object terms (i.e., nodes) in

𝐵, and by labs(𝐵) the set of predicate terms (i.e., edge labels) in 𝐵.

Given a BGP 𝐵, we will define a sequence of generalisation steps that form increasingly

high-level equivalence classes of BGPs induced by patterns that we call motifs. Specifically, a

generalisation step 𝑠 is a transformation of a BGP that yields an equivalence relation ∼𝑠 on BGPs

such that, given two BGPs 𝐴 and 𝐵, we say that 𝐴 ∼𝑠 𝐵 if and only if 𝑠(𝐴) = 𝑠(𝐵). We then

call 𝑠(𝐴) (or equivalently 𝑠(𝐵)) an 𝑠-motif. To define specific generalisation steps, we introduce

a partial term mapping 𝜏 : C∪V → C∪V whose domain is denoted by dom(𝜏). Given a BGP𝐵,

we denote by 𝜏(𝐵) the image of 𝐵 under 𝜏 , i.e., 𝜏(𝐵) = {(𝜏 ′(𝑠), 𝜏 ′(𝑝), 𝜏 ′(𝑜)) | (𝑠, 𝑝, 𝑜) ∈ 𝐵}
where 𝜏 ′(𝑥) = 𝜏(𝑥) for all 𝑥 ∈ dom(𝜏), and 𝜏 ′(𝑥) = 𝑥 for all 𝑥 /∈ dom(𝜏); i.e., 𝜏 rewrites

some of the terms in 𝐵, leaving terms for which it is not defined as they are. Letting s, p and o

denote the subject, predicate and object positions, we may also use selective images to rewrite

terms only in selected positions; for example, 𝜏s,o(𝐵) = {(𝜏 ′(𝑠), 𝑝, 𝜏 ′(𝑜)) | (𝑠, 𝑝, 𝑜) ∈ 𝐵} only

rewrites subject and object terms with 𝜏 .

Proposed Taxonomy. There are innumerable distinct generalisation steps that one could

consider, and indeed the “best” choice may depend on external factors such as the particular

use-cases, logs, etc., involved. The order in which the generalisation steps are applied can also

affect the resulting taxonomy. In the following, we propose a concrete set of generalisation

steps inspired by the idea of incrementally generalising the graph structure of BGPs. As a

zeroth step, we abstract away variable names from the input BGPs (modulo isomorphism).

In subsequent steps we abstract away the values of particular constants in order to yield an

increasingly abstract graph structure. We then abstract away edge labels and direction in order

to yield a directed and then undirected graph, respectively. Thereafter we abstract away the

distinction between constants and variables, and finally we compute the core of the graph. As

1

We assume that blank nodes appearing in a BGP are mapped to fresh variables [10].



aforementioned, this is one way in which generalisation steps can be applied. Exploring other

possible steps, and the motifs and taxonomies they yield, is an interesting topic for future work.

Definition 3.1. We define the following generalisation steps, where 𝐴 and 𝐵 are BGPs:

0. The zeroth step generalises variable names, capturing isomorphism modulo variables. We

say that 𝐴 ∼0 𝐵 if and only if there exists a one-to-one term mapping 𝛼 : vars(𝐴) →
vars(𝐵) such that 𝛼(𝐴) = 𝐵.

1. The first step further generalises constant nodes in a BGP, capturing isomorphism modulo

variables and constant nodes. We say that 𝐴 ∼1 𝐵 if and only if there exists a one-to-one

term mapping 𝛽 : nodes(𝐴)∩ cons(𝐴) → nodes(𝐵)∩ cons(𝐵) such that 𝛽s,o(𝐴) ∼0 𝐵.

2. The second step further generalises constant edge labels (predicates) in a BGP, capturing

isomorphism modulo variables and constants. We say that 𝐴 ∼2 𝐵 if and only if there

exists a one-to-one term mapping 𝛾 : labs(𝐴) ∩ cons(𝐴) → labs(𝐵) ∩ cons(𝐵) such

that 𝛾p(𝐴) ∼1 𝐵.

3. The third step generalises edge labels, capturing isomorphism of the directed graph of

the BGP while still distinguishing constants and variables. Let c ∈ C and v ∈ V denote

a reserved constant and variable, respectively. Let 𝛿 : C ∪V → {c, v} denote a term

mapping such that 𝛿(𝑥) = c for all 𝑥 ∈ C and 𝛿(𝑥) = v for all 𝑥 ∈ V. We say that

𝐴 ∼3 𝐵 if and only if 𝛿p(𝐴) ∼2 𝛿p(𝐵).

4. The fourth step generalises edge direction, capturing isomorphism of the undirected

graph of the BGP while still distinguishing constants and variables. Let 𝐵± = {(𝑠, 𝑝, 𝑜) |
(𝑠, 𝑝, 𝑜) ∈ 𝐵 or (𝑜, 𝑝, 𝑠) ∈ 𝐵} denote the completion of 𝐵. We say that 𝐴 ∼4 𝐵 if and

only if 𝐴± ∼3 𝐵
±

.

5. The fifth step generalises constant and variable distinction, capturing isomorphism of the

undirected graph of the BGP without distinguishing constants and variables. Here we

choose to map constants to variables. We say that 𝐴 ∼5 𝐵 if and only if there exists a

one-to-one term mapping 𝜖 : cons(𝐴) ∪ cons(𝐵) → V ∖ (vars(𝐴) ∪ vars(𝐵)) such that

𝜖(𝐴) ∼4 𝜖(𝐵).

6. The sixth step generalises non-core edges and nodes, capturing homomorphic equivalence

of the undirected graph of the BGPs. We say that there is a homomorphism from 𝐴
to 𝐵, denoted 𝐴 → 𝐵, if and only if there exists a term mapping 𝜇 : vars(𝐴) →
vars(𝐵)∪cons(𝐵) such that 𝜇(𝐴) ⊆ 𝐵. We then say that 𝐴 and 𝐵 are homomorphically

equivalent modulo variables, denoted 𝐴 ≃0 𝐵, if and only if 𝐴 → 𝐵 and 𝐵 → 𝐴. Let us

overload the previous definitions, where we denote by ≃0,...,5 the steps ∼0,...,5 replacing

the zeroth step ∼0 with ≃0. We say that 𝐴 ∼6 𝐵 if and only if 𝐴 ≃5 𝐵.

Each generalisation step 𝑠 induces a partition of a set of BGPs ℬ via the quotient set ℬ/∼𝑠.

Example. Take the following SPARQL query, which intuitively asks for information about

papers published in AMW that cite other AMW papers:

SELECT ?x ?p ?o WHERE { ?x :venue :AMW . ?y :venue :AMW . ?x :cites ?y . ?x ?p ?o . }

Figure 1 presents the result of the previously defined generalisation steps for the BGP of this

query, where we use circles to represent existential values whose particular value does not
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(a) Zeroth step
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Figure 1: Proposed generalisation steps applied to an example SPARQL query

matter, solid lines to indicate constants, and dashed lines to indicate variables. Each step creates

an increasingly high-level motif. Applying these generalisations to a set of BGPs then generates

a partition according to BGPs having the same motif at that level. By design, each generalisation

step builds upon the previous, which means that the partition induced by each step is strictly

finer that the one that came before, inducing a hierarchical taxonomy.
2

Implementation. We implemented the extraction of the aforementioned taxonomy using

the QCan package [10], which offers methods for canonicalising SPARQL queries. Specifically,

QCan represents SPARQL BGPs as RDF graphs in a reified form using r-graphs. The package

can then invoke the blabel package [5], which canonically labels existential values, and can also

perform RDF leaning, which is used to calculate the core of the graph required for step 6.

4. An Analysis of Wikidata’s BGPs

In this section, we extract the taxonomy from the BGPs of a large sample of queries from the

Wikidata SPARQL logs [6]. We work with two samples: a subset of the robotic queries, and a

subset of the organic/human queries. The samples are taken from queries received between

2018-02-26 and 2018-03-25, i.e., the most recent interval available in the Wikidata SPARQL logs.

Though performance is not a focus of the current work, we note that computing the taxonomy

for close to four million BGPs took a little over three hours.

2

An unintended consequence of layering generalisation steps is that, by renaming predicates separately from nodes,

the second step may rename a constant in a predicate position differently from how the first step renamed the same

constant in a node position; correspondences for constants in predicate and node positions are lost. A solution

would be to merge the first and second steps, losing some granularity, or defining the second step directly over the

zeroth step without using a selective image.



Table 1
The number of unique motifs, and the largest equivalence class for a single motif, found for each step in
the robotic and organic BGPs from Wikidata.

(a) Robotic BGPs

Step Unique Max

0 107,583 239,523
1 2,380 251,956
2 240 590,529
3 198 590,880
4 143 590,880
5 55 1,190,351
6 3 1,780,647

(b) Organic BGPs

Step Unique Max

0 134,329 286,994
1 13,315 388,836
2 1,776 586,021
3 1,279 590,948
4 917 590,948
5 332 1,290,264
6 4 2,197,940

Robotic queries We first present the results for robotic queries. We took a random sample

of 1,000,000 queries from the set of robotic queries in the interval. We then extracted all the

BGPs contained in these queries, giving us a total of 1,781,337 BGPs. Table 1a presents some

high-level statistics, showing the number of motifs generated at each step, along with the

motif (equivalence class) with the largest number of BGPs. The results clearly show that each

successive level of the taxonomy finds less unique motifs, while finding larger equivalence

classes for these queries. This is of interest for exploring the logs: a user starting at step 6 (the

highest level) can expand to a reasonable number (55) of child motifs at step 5, ordered by size;

expanding these motifs from step 5, they can expect, on average, 2–3 child motifs, and so forth.

In Table 2, we present the top 5 motifs at each step for these robotic queries, starting from

step 1. As before, dashed lines indicate variables while solid lines indicate constants. At step

1, the motifs represent parameterised queries, where nodes (subjects/objects), specifically, are

generalised. The Wikidata properties P300 and P214 seen in this step indicate an ISO 3166-2
code for countries, and a VIAF ID used by libraries, respectively. The results show that the most

common BGPs are composed of single triple patterns. The top motif is unusual in that it has

no variable: it stems from a syntactic shortcut used in Wikidata for selecting the languages of

labels returned by a custom service. We also see that the third, fourth and fifth motifs contain

two variables; such BGPs may form part of a larger query, and be contained, for example, in an

OPTIONAL clause. Steps 2 and 3 are quite similar to each other. We see that the most common

motif in both steps refers to a singleton BGP with a constant predicate and variable nodes, but

in the second and fifth positions, we see popular join shapes. Step 4 generalises edge direction,

where we see a similar set of results to the previous two steps; the motif with a single edge

having a constant and variable node is more prominent here as it merges two cases from step 3:

one where the subject is the variable, and the other where the object is the variable. Removing

the constant/variable distinction in step 5, we see many of the simpler motifs merged into the

first two motifs, but thereafter, we see different types of joins, including disconnected patterns

in the fourth and fifth positions; these disconnected patterns are due to geographic queries

that apply a join between two variables based on geographic distance, rather than a natural

equi-join. At step 6, which looks at the cores of the step 5 graphs, we find three motifs: 1,780,647



Table 2
Top 5 motifs for robotic queries after each step

Step
Rank of motif per number of occurrences

1 2 3 4 5

1

wb:language s:description rdfs:label wdt:P300 wdt:P214

251,956 135,073 95,105 88,199 83,229
(14.14%) (7.58%) (5.33%) (4.95%) (4.67%)

2

c c1 c2 c c c1c2

590,529 342,885 286,728 268,915 71,524
(33.15%) (19.25%) (16.10%) (15.10%) (4.02%)

3 590,880 342,886 296,520 270,846 71,664
(33.17%) (19.25%) (16.65%) (15.20%) (4.02%)

4 590,880 348,187 302,953 296,520 76,558
(33.17%) (19.55%) (17.01%) (16.65%) (4.30%)

5 1,190,353 428,815 68,540 53,511 26,998
(66.82%) (24.07%) (3.85%) (3.00%) (1.52%)

6 1,780,647 649 41
— —

(99.96%) (0.04%) (0.002%)

BGPs collapse to a core with a single edge between two nodes (this includes acyclic queries and

queries with even-length cycles, for example), 649 BGPs collapse to a self-loop on one node

(this includes all and only queries with a self-loop, i.e., a triple pattern with the same subject

and object), while 41 BGPs collapse to a triangle (as per the example shown in Figure 1).

Organic queries Next we extract our taxonomy from the set of all 872,555 organic queries

in the chosen interval, which contain 2,198,557 BGPs. Table 1b presents the overall statistics

regarding the number of motifs and the largest equivalence class size at each step. Of interest is

that the number of motifs is generally much higher than in the robotic case, indicating more

diverse query shapes. This is to not surprising as one would expect robotic traffic to account

for more regular (e.g., parameterised) queries when compared with queries created by users.



As before, Table 3 presents the top 5 motifs at each step – starting from step 1 – in the organic

case. The Wikidata properties P31, P625 and P238 seen in step 1 refer to instance of, coordinate
location and IATA airport code, respectively. We see the same top motif as in the case of robotic

queries relating to Wikidata’s label service. However, we also see a number of more complex

motifs, including the fourth and fifth motif, which we suspect may be misclassified bot traffic

(the logs classify organic and robotic traffic using a number of heuristics, such as user-agent,

the volume of similar queries originating from a single source, etc. [6]). The fourth motif is

disconnected; rather than being an equi-join, the motif represents a join based on geographic

distance, where the join condition does not appear in the BGP. The fifth motif notably includes

an edge with a variable, seemingly trying to retrieve all facts about airports. Looking at steps 2, 3

and 4, we see that although organic motifs share a lot in common with their robotic counterparts,

they tend to be more complex, with the fifth motif in these steps having a join on three edges.

At step 5, we again see the return of disconnected patterns resulting from the aforementioned

geographic queries, with a large part of the fourth motif (209,322 of 211,016 instances) being

accounted for by the fourth motif at step 1. At step 6, we again found an edge motif, a self-loop

motif, and a triangle motif, but unlike in the robotic case, we also found a pentagon motif with

a small number of instances (25 BGPs).

5. Conclusions

We believe that better tools are needed in order to summarise, structure, explore and under-

stand the contents of large SPARQL logs. In this work, we have proposed a taxonomy for

understanding the structure (specifically) of BGPs found in such a log. We proposed a sequence

of generalisation steps that, when applied to BGPs, yield increasingly high-level motifs by

incrementally abstracting away details from the BGP, generating a hierarchical taxonomy over

those BGPs. Extracting the taxonomy for a sample of Wikidata queries, we gain some interest-

ing insights into the most common motifs occurring in BGPs relating to frequently accessed

predicates, frequent join types, the rarity of acyclic queries, the presence of disconnected graph

patterns, and some potentially misclassified organic queries.

For future work, we would like to develop a user interface that allows for exploring the

taxonomy of a given SPARQL query log: starting from step 6 (the highest level), the user is

presented the motifs and the number of associated BGPs in descending order; upon clicking a

motif, the sub-motifs at the lower level are presented in the same order. This would allow the

user to start from a high-level view of the BGPs of the log, and “drill-down” on specific motifs

for more details. We are also interested in exploring different sequences of generalisation steps

that might yield more interesting insights. Another direction would be to study how different

generalisation steps preserve different graph metrics; a key metric along these lines would be

(hyper-)treewidth, which captures how “tree-like” a query is and predicts the complexity of

evaluating the query [3].
3

Finally, it would be of interest to explore query features beyond

simple BGPs; this seems non-trivial as it introduces many alternatives for generalisation steps,

but could help to glean insights into how operators like paths, union, optionals, etc., are used.

3

We note that step 6, which computes the core of the undirected graph, does not preserve treewidth; for example, it

can collapse cycles of even length to a single edge, cycles of odd length or even cliques to a self-loop, etc.



Table 3
Top 5 motifs for organic queries after each step

Step
Rank of motif per number of occurrences

1 2 3 4 5

1

wb:language
rdfs:labelwdt:P31

wdt:P625

wb:radiuswb:center

wb:distance

wdt:P625
wdt:P238wdt:P31

388,836 239,752 215,078 209,322 209,084
(17.69%) (10.90%) (9.78%) (9.52%) (9.51%)

2

c c c1 c2 c c1 c2

586,021 413,058 250,833 221,809 209,457
(26.65%) (18.79%) (11.41%) (10.09%) (9.53%)

3 590,948 413,175 251,147 237,488 209,474
(26.88%) (18.79%) (11.42%) (10.80%) (9.53%)

4 590,948 413,175 286,165 251,254 209,514
(26.88%) (18.79%) (13.02%) (11.43%) (9.53%)

5 1,290,288 347,870 238,128 211,016 38,859
(58.69%) (15.82%) (10.83%) (9.60%) (1.77%)

6 2,197,940 404 188 25
—

(99.97%) (0.02%) (0.01%) (0.001%)
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